Chatter Stability of Machining Operations

This paper reviews the dynamics of machining and chatter stability research since the first stability laws were introduced by Tlusty and Tobias in the 1950s. The paper aims to introduce the fundamentals of dynamic machining and chatter stability, as well as the state of the art and research challenges, to readers who are new to the area. First, the unified dynamic models of mode coupling and regenerative chatter are introduced. The chatter stability laws in both the frequency and time domains are presented. The dynamic models of intermittent cutting, such as milling, are presented and their stability solutions are derived by considering the time-periodic behavior. The complexities contributed by highly intermittent cutting, which leads to additional stability pockets, and the contribution of the tool’s flank face to process damping are explained. The stability of parallel machining operations is explained. The design of variable pitch and serrated cutting tools to suppress chatter is presented. The paper concludes with current challenges in chatter stability of machining which remains to be the main obstacle in increasing the productivity and quality of manufactured parts.
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1 Introduction

Chatter continues to be the main limitation in increasing material removal rates, productivity, surface quality, and dimensional accuracy of machined parts. Taylor, who was considered to be the initiator of manufacturing engineering, declared that chatter was the “most obscure and delicate of all problems facing the machinist” in his 1906 ASME article [1]. The early investigations on chatter mechanisms were conducted by Arnold [2], who classified machining vibrations as forced and self-induced types. He conducted several turning experiments at varying speeds and feeds and reported the influence of cutting conditions and tool wear on the shape of the vibration waves and stability. Doi and Kato presented the effect of time lag in the thrust force relative to the chip thickness variation as the source of chatter instability in turning [3]. The first scientific stability laws were independently presented at almost at the same time by Tobias and Fishwick [4] and Tlusty and Polacek [5] in the 1950s. Tlusty presented an absolute stability law that predicted the critical depth of cut proportional to the machine’s dynamic stiffness and inversely proportional to the material’s cutting force coefficient in orthogonal cutting regardless of the spindle speed. Tobias presented a similar stability law but included the effect of spindle speed, i.e., the regenerative time delay, which led to the stability pockets or “lobes” in orthogonal cutting. The dynamics of cutting and chatter stability models were reviewed by Tlusty [6,7] and Altintas and Weck [8]. General literature reviews on the sources of nonlinearities in the dynamics of cutting [9] and chatter [10] were also presented. Altintas et al. presented the frequency and time-domain chatter stability prediction laws [11].

The chatter theories have been applied to the analysis of machine tools to improve their dynamic stiffness through design modifications or by adding passive and active dampers. Machine tools are dynamically tested; the critical mode shapes which affect their chatter stability are identified and modified to strengthen their stiffness by machine tool designers. Merritt converted the stability equations of Tlusty and Tobias into a closed-loop system with unity and delayed feedback to consider regeneration and solved the stability using the Nyquist criterion [12]. Koenigsberger and Tlusty showed that the productivity gain is proportional to the dynamic stiffness improvements at the tool-workpiece contact zone in the direction of chip generation [13]. The dynamics of various metal cutting and grinding operations have been modeled by several research groups.
researchers and their stability was solved by applying the one-dimensional, frequency domain stability laws of Tlusty and Tobias. Tlusty pioneered the development of high-speed milling machines by stating that the product of spindle speed and the number of teeth on the cutter (i.e., the tooth passing frequency) should be matched with the first bending mode of the spindle to operate the machine at the highest speed (first, or rightmost) lobe which leads to highest material removal rate [7]. High-speed, high-power spindles were developed to remove more than 95% of the material from aluminum slabs to produce monolithic, lightweight parts for the aerospace industry [14,15]. As the application domains have grown, the limitation of Tobias and Tlusty’s one-dimensional stability theories have also been investigated. It was observed that as the spindle speed is reduced relative to the natural frequency of the machine, the stability of the process increases due to process damping. Sweeney and Tobias attributed this process damping effect to the penetration of the cutting edge into the wavy cut surface [16] which is still studied at the present. Process damping significantly depends on the ratio of the cutting speed to the chatter frequency caused by the dominant mode. In the presence of low-frequency modes for multimode systems, the process damping effect may not be observed at low speeds as would be expected. Munoa et al. [17] noted that if the tooth passing frequency is low relative to the natural frequency of the mode, the process damping may stabilize the cutting process. On the other hand, if the tooth passing frequency is several times higher than the natural frequency, the mode can hardly create chatter problems. Tunc et al. [18] showed that when the high-frequency mode is suppressed by the process damping effect, the chatter mode shifts to the low-frequency mode even if the low-frequency mode is more rigid. This is critically important when machining thin-wall parts.

Sridhar et al. [19] showed that milling operations have coupled dynamics in two directions with periodic coefficients; therefore, the stability of such multipoint machining applications cannot be solved by the one-dimensional chatter theories of Tlusty and Tobias. Minis et al. [20] and Minis and Yanushesky [21] applied Floquet theory to solve the stability of two-dimensional, periodic milling operations in the frequency domain. Budak and Altintas determined the stability limit by considering the harmonics of tooth passing frequencies in the eigenvalues [22,23], as well as a direct solution of stability analytically by considering the averages of directional factors [24] in the frequency domain. The research group of Stépán presented a semi-discrete time-domain stability solution of a single [25] and two-directional milling operations [26]. The research in chatter stability continues due to its complexity and application to the design of machine tools and cutting tools, as well as their chatter-free and productive use in machining operations.

The aim of this paper is not a general review of the chatter literature, but rather the presentation of mathematical modeling of the dynamic cutting process and its stability solution in the frequency and time domains; see Secs. 2 and 3. The mechanism behind the appearance of stability islands for highly intermittent cutting operations at high spindle speeds is explained in Secs. 2.3 and 3.3. The design of special-purpose cutters to suppress chatter is presented with the aid of stability models in Sec. 4, and the complexities of parallel machining dynamics are discussed in Sec. 5. The paper is intended to provide strong foundations in dynamic cutting and chatter stability while explaining the current research challenges including improved accuracy (Sec. 6). The paper is concluded in Sec. 7 by pointing out the future challenges in chatter research. The paper is dedicated to the two pioneering scientists, the late Professors Tobias and Tlusty, who contributed immensely to chatter stability literature that led to the present high-speed machine tool and high-performance machining technologies.

2 Chatter Stability of Orthogonal Cutting

A general diagram of a single-point cutting system, where the tool edge is orthogonal to the cutting speed \( v_c \) and the chip thickness varies normal to the velocity in the direction \( r \), is shown in Fig. 1(a).

The system is assumed to have multiple flexibilities in directions \( x_i \) with an inclination angle of \( \beta \) from the velocity direction. The tangential \( (F_t) \) and normal \( (F_n) \) forces act in the directions of cutting velocity \( (v_c) \) and its normal \( (r) \), respectively. The resultant cutting force \( (F_c = \sqrt{F_t^2 + F_n^2}) \) has an orientation angle of \( \theta \) with the velocity direction. The resultant cutting force excites the flexibilities leading to vibrations in directions \( x_i \). When the vibrations generated during the previous and current passes are projected into the direction of chip thickness \( (r) \), the chatter type is considered to be regenerative and it is most commonly observed in production. Even if the previous pass is neglected, the vibrations at the current pass in two orthogonal directions affect the cutting forces which lead to the mode coupling chatter. The regenerative and mode coupling chatter mechanisms are presented first, followed by the process damping mechanism to consider the effect of the tool’s flank contact with the wavy surface finish.

2.1 Chatter Stability Model in the Frequency Domain. The chip thickness \( h(t) \) varies as a function of the present vibration amplitude \( r(t) \) and vibrations left on the cut surface during the previous pass \( r(t-T) \) [4,5]

\[
h(t) = h_0 + h_d(t) = h_0 - [r(t) - r(t-T)]
\]

(1)

where the delay \( T \) is the time between the two passes, \( h_0 \) is the commanded (static) chip thickness which corresponds to the feed per revolution in orthogonal turning (Fig. 1(a)), and \( h_d \) is the dynamic (time-varying) chip thickness. The chip thickness \( h(t) \) produces variable tangential \( (F_t) \) and normal \( (F_n) \) cutting forces.
which form the resultant cutting force \( F_r \) as

\[
F_r(t) = F_i(t) \cos(\theta_i - \beta)
\]

Each mode with a transfer function of \( \Phi_0(s) \) will cause vibration \( x_i(s) \) in the Laplace domain as

\[
x_i(s) = \Phi_0(s)F_i(s)
\]

By projecting and superposing all the vibrations in the chip thickness \( s \) direction, vibration in this direction is calculated according to

\[
r(s) = \Phi_0(s)F_i(s) \rightarrow \Phi_0(s) = \sum_{i=1}^{l} \frac{\sin \theta_i \cos(\theta_i - \beta) \Phi_i(s)}{s^2 + \frac{s}{T} + 1}
\]

where \( \Phi_0(s) \) is the oriented transfer function between the vibrations in the chip thickness and resultant cutting force directions. By neglecting the static chip thickness \( h_0 \), which does not affect stability, the dynamic or regenerative chip thickness contributed by the vibrations is evaluated as

\[
h_\ast(t) = -\Delta r(t) = -[r(t) - r(t - T)]
\]

which has an infinite number of roots due to the delay term \( e^{-\gamma T} \). By substituting \( s = i\omega \), the critical stability condition, the characteristic equation of the dynamic cutting system in the frequency domain becomes

\[
1 + K_i(1 - e^{-i\omega T})\Phi_0(s) = 0
\]

where \( G_0 \) and \( H_0 \) are the real and imaginary parts of oriented frequency response function or FRF \( \Phi_0(s) \). Expanding Eq. (9) gives

\[
\Lambda = \frac{-1}{G_0(\omega_0) + iH_0(\omega_0)} = aK_i(1 - e^{-i\omega_T})
\]

and equating the imaginary part to zero leads to the critical spindle speed \( \omega \)

\[
G_0 \sin \omega_T + H_0(1 - \cos \omega_T) = 0 \Rightarrow \tan \psi = \frac{H_0}{G_0} = \frac{\sin \omega_T}{\cos \omega_T - 1}
\]

\[
\tan \psi = \tan \left( \frac{\omega_T}{2} \right) \Rightarrow \omega_T = 2\psi + 3\pi
\]

\[
\text{Speed: } n[\text{rpm}] = \frac{60}{\pi} \left( \frac{2k + 1}{1} \right)
\]

By also equating the real part to zero and substituting \( H_0/G_0 = \sin \omega_T(\cos \omega_T - 1) \), the critical depth of cut \( a_{\text{lim}} \) is determined to be

\[
a_{\text{lim}} = \frac{s_T}{K_iG_0(\omega_0)} (1 - \cos \omega_T - H_0(\omega_0)/G_0(\omega_0) \sin \omega_T) = \frac{2K_iG_0(\omega_0)}{\pi}
\]

The solution leads to a positive depth of cut only when the real part of the oriented FRF \( G_0(\omega_0) \) is negative. Tobias and Fishwick considered the entire negative region of the real part of the FRF which leads to the critical depth of cut and corresponding spindle speeds for each integer number of vibration waves \( k \) generated within the time delay \( T \) which led to the stability lobes [4]. Trusty and Polasek considered the worst case by taking the minimum of \( G_0(\omega_0) \) which led to the minimum depth of cut regardless of the spindle speed [5].
damping constant of the material \( (C_p [N/m]) \) and the ratio of the vibration velocity \( (\dot{r} = dr/dt) \) to the cutting speed \( (v_c) \) as described by Das and Tobias [31]. Assuming a structure with stiffness \( (k) \), a viscous damping coefficient \( (c) \), and a mass \( (m) \) with a corresponding natural frequency \( \omega_n = \sqrt{k/m} \) and damping ratio \( \zeta = c/(2\sqrt{km}) \) is excited by the regenerative cutting and process damping forces, \( F_r(t) = K_rK_av(t) - aC_p\dot{r}/v_c \), the equation of motion for orthogonal cutting is expressed as

\[
\ddot{r} + 2\zeta \omega_n \dot{r} + \omega_n^2 r = \frac{a_0^2}{k} F_r(t) = \frac{a_0^2}{k} K_rK_av(t) - aC_p\frac{\dot{r}}{v_c}
\]  \( (15) \)

Note that the process damping term contains vibration velocity \( (\dot{r}) \), which increases the viscous damping of the system. Equation \( (15) \) is expressed in the Laplace domain as

\[
[s^2 + 2\zeta \omega_n s + \omega_n^2]r(s) = \frac{a_0^2}{k} K_rK_av[1 - (1 - e^{-sT})r(s)] - \frac{a_0^2}{k} \frac{1}{v_c} C_p\sigma r(s)
\]

\[
\Phi(s) = \frac{r(s)}{F_r(s)} = \frac{a_0^2/k}{s^2 + 2\zeta \omega_n s + \omega_n^2}
\]  \( (16) \)

where \( \Phi(s) \) is the transfer function of the system’s structural dynamics in the chip thickness direction. Equation \( (16) \) was expressed as a closed-loop system by Merritt [12], but without the process damping term which is now included in Fig. 2. The closed-loop transfer function of the system is expressed as

\[
h(s) = \frac{1 + aC_p\Phi(s)}{1 + a[1 - e^{-sT}]K_rK_v + \frac{C_p}{v_c}s + \frac{a_0^2}{k}\Phi(s)}
\]  \( (17) \)

The characteristic equation of the system \( (1 + a(1 - e^{-sT})K_r + (C_p/v_c)s)\Phi(s) \) has an infinite number of roots \( (s = \sigma + j\omega) \) due to the delay term \( e^{-sT} \). By considering the critical stability limit, where the real part of the root is zero \( (\sigma = 0) \) and the structure’s FRF is represented by its real and imaginary parts \( ([\Phi(\omega_c) = G(\omega_c) + iH(\omega_c)]) \), the characteristic equation becomes

\[
\left\{1 + K_rK_av_c \left[ G(1 - \cos \omega_c T) - H\left(\sin \omega_c T - \frac{C_p}{v_c} \omega_c\right) \right] \right\} + i\left\{K_rK_av_c \left[ G(\sin \omega_c T + \frac{C_p}{v_c} \omega_c) + H(1 - \cos \omega_c T) \right] \right\} = 0
\]  \( (18) \)

Note that regardless of whether the system has a regenerative delay \( (e^{-\omega_c T}) \) or not such as in mode coupling, the process damping affects the system dynamics as shown in Eq. \( (18) \). Tlusty and Polacek [5] and Tobias and Fishwick [4] neglected the process damping term \( (i.e., C_p = 0) \) to find an analytical, frequency domain stability solution in their initial publications as described in case 2. By forcing both the real and imaginary parts of Eq. \( (18) \) to zero, the critical depth of cut \( (a_{\text{min}}) \) and spindle speed \( (n) \) are found by Tobias and Fishwick [4] as

\[
a_{\text{min}}[m] = \frac{-1}{2K_rK_vG(\omega_c)} n[\text{rpm}] = \frac{60}{(2k_1 + 1)\pi + \psi}
\]

\[
\psi = \tan^{-1}\frac{H(\omega_c)}{G(\omega_c)}, \quad k_1 = 0, 1, 2, ...
\]  \( (19) \)

The stability solution exists only when the real part of the FRF is negative \( [\psi, \ldots, G(\omega_c)] < 0 \). Since the negative real part has the smallest value near the natural frequency \( (\omega_n) \) of the structure, the highest depth of cut is achieved when the spindle speed is close to the natural frequency \( (i.e., \text{the first stability lobe}) \) or at its integer \( (k) \) fractions or lobes \([7]\). Tlusty and Polacek [5] took the minimum negative real part of the FRF \([5]\) as

\[
a_{\text{min}} = \frac{-1}{2K_rK_vG(\omega_c)} \approx \frac{2k_2}{K_rK_v} \quad \text{where} \quad G(\omega_c) \approx -\frac{1}{4k_6}
\]  \( (20) \)

which gives the absolute minimum depth of cut that is linearly proportional to the dynamic stiffness of the machine \( (2\zeta \omega_n\zeta) \) and inversely proportional to the product of the cutting force coefficients for the selected work material \( (K,K_v) \). Tlusty’s simple formula \( (\text{Eq.} \ (20)) \) has been widely used as a guide by machine tool designers and Tobias’s formula has been applied to select the stable depth of cuts at high spindle speeds \([7]\).

Sample stability lobes are shown for mode coupling, with and without the process damping effect, in Fig. 3. When the process damping is considered in Eq. \( (18) \), the spindle speed-dependent cutting velocity term \( (v_c) \) diverges from the solutions of Tobias \( (\text{Eq.} \ (19)) \) and Tlusty \((\text{Eq.} \ (20)) \) at low cutting speeds. In this case, the critically stable depths of cut are first analytically solved without process damping. Later, the process damping is included and the depth of cut \( (a) \) at each speed \( (n) \) is increased until the critically stable condition is identified using the Nyquist stability criterion. The real and imaginary parts of the characteristics equation \( (\text{Eq.} \ (18)) \) are computed within the frequency range of the structure’s FRF. The process is considered to be unstable if the polar plot of real and imaginary parts encircles the origin clockwise and is considered stable otherwise. If the polar plot passes through the origin, the process is critically stable at that particular speed and depth of cut \([32,33]\). The process is repeated at each spindle speed to generate the stability lobes. Alternatively, the viscous damping term is modified by including the process damping term \( (i.e., (2\zeta + aC_p/v_c)) \), where the depth of cut \( (a) \) and speed \( (v_c) \) are adopted from the process damping free solution). The stability solution given in Eq. \( (19) \) is iteratively applied until the depth of cut converges to a critical limit \([34]\). The process damping constants are usually identified experimentally from cutting tests with or without chatter. With chatter \([35]\), the constants are determined by considering the energy dissipation of the vibrations due to tool penetration into work material. The identification of process damping constants from chatter-free cutting tests is either based on the estimation of dynamic cutting forces contributed by the tool flank contact with the wavy surface \([36]\) or the identification of equivalent damping ratios from the operational modal analysis \([37]\). Tuysuz and Altintas recently presented an analytical model of process damping based on contact mechanics laws \([38]\).

### 2.2 Continuous Time-Domain Analysis of Turning

The stability analysis of stationary cutting processes can also be analyzed in the time domain using the state space approach from the classical mathematical theory of differential equations. Consider the governing equation of regenerative chatter for turning in the form of Eq. \( (15) \), where the cutting force and the flexiblity are assumed to be only in the normal direction \( r \) as in Fig. 1(a). By neglecting the process damping term, the delay-differential equation of the

**Fig. 2 Block diagram of dynamic orthogonal cutting with process damping and regenerative chip feedback**
system becomes
\[ \ddot{r}(t) + 2\zeta\omega_n\dot{r}(t) + \omega_n^2 r(t) = \frac{K_r K_t}{\kappa} \alpha (h_0 + r(t - T) - r(t)) \] (21)

which is further simplified using the dimensionless time to be
\[ \ddot{\tilde{r}} = \omega_0 t, \quad \dot{\tilde{r}} = \frac{d}{dT} r(t) = \omega_0 \frac{d}{dT} \tilde{r}(t) = \omega_0 r' (\tilde{r}), \]
\[ \tilde{r}(t) = \omega_0^2 r' (\tilde{r}), \quad r(t - T) = \tilde{r}(\tilde{T}) \] (22)

The dimensionless time delay \( \tilde{T} \), spindle speed \( \tilde{\Omega} \), and depth of cut \( \tilde{\alpha} \) are defined as
\[ \tilde{T} = \omega_0 T, \quad \tilde{\Omega} = \frac{2\pi}{\tilde{T}} = \frac{\Omega}{\omega_0} = \frac{n}{60 f_n}, \quad \tilde{\alpha} = \frac{K_r K_t}{\kappa} \alpha \] (23)

The spindle speed \( n \) is measured in (rpm), so the angular velocity of the spindle is \( \omega_n = \omega_0 / 2\pi \) in (Hz), and it is \( \Omega = 2\pi f = 2\pi n \) in (rad/s), where the undamped natural frequency \( f_n = \omega_n / 2\pi \) is in (Hz). The equation of motion (Eq. (21)) can be simplified for the small oscillation \( \eta(t) = r(\tilde{t}) - r_0 \) where the static deformation
\[ r_0 = K_r K_t \alpha h_0 = \tilde{\alpha} h_0 \]

of the tool causes a surface location error. The resulting governing equation then assumes the form
\[ \ddot{\eta}(\tilde{t}) + 2\zeta \omega_n \dot{\eta}(\tilde{t}) + \omega_n^2 \eta(\tilde{t}) = \tilde{\alpha} \tilde{\eta}(\tilde{t} - \tilde{T}) - \eta(\tilde{t}) \] (24)

where the three remaining parameters are: the damping ratio \( \zeta \), the dimensionless chip width \( \tilde{\alpha} \), and the dimensionless spindle speed \( \tilde{\Omega} \)
\[ \tilde{\Omega} = 2\pi / \tilde{T} = \Omega / \omega_n = f / f_n \]

which is used to construct the stability charts in the parameter plane. The trial solution of the linear delay-differential equation is the same as it is for the linear ordinary differential equations
\[ \eta(\tilde{t}) = e^{\delta \tilde{t}} (A \cos(\alpha \tilde{t}) + B \sin(\alpha \tilde{t})) \] (25)

Due to delay term, there are infinite values for \( \delta \) and \( \omega \) that satisfy Eq. (24). For the stability of stationary cutting, all the possible \( \delta \) values must be negative for the exponentially decaying vibrations. The values of \( \delta \) and \( \omega \) correspond to the characteristic exponents \( \lambda = \delta + j\omega \) in the Laplace domain, which corresponds to the Laplace transformation applied to Eq. (16) in the frequency domain with the relation \( s = j \omega_0 \). Accordingly, the stability boundaries can be found in the \( (\Omega, \tilde{\alpha}) \) plane when Eq. (25) is substituted back into Eq. (24) with \( \delta = 0 \). The separation of the coefficients of the \( \cos(\alpha \tilde{t}) \) and \( \sin(\alpha \tilde{t}) \) terms leads to two equations for the dimensionless spindle speed \( \tilde{\Omega} \) and the dimensionless depth of cut \( \tilde{\alpha} \) with the parameter \( \omega \). This \( \omega \) can be interpreted as a dimensionless chatter frequency since it relates to the chatter frequency \( \omega_0 \) appearing in Eq. (18) according to \( \omega = \omega_0 \Omega_0 = \lambda \omega_{ph} / \kappa \) along the stability boundaries when process damping is neglected. The corresponding closed-form expressions for the critically stable dimensionless spindle speed \( \tilde{\Omega} \) and depth of cut \( \tilde{\alpha} \) are
\[ \tilde{\Omega} = \frac{\omega}{k_1 \frac{1}{\pi} \arctan \left( \frac{\omega^2 - 1}{2\zeta \omega} \right)}, \quad k_1 = 1, 2, \ldots \]
\[ \tilde{\alpha} = \frac{(\omega^2 - 1)^2 + 4\zeta^2 \omega^2}{2(\omega^2 - 1)}, \quad 1 < \omega < \infty \] (26)

These curves are also called stability lobes and they are presented in Fig. 4 together with their characteristic parameters. The major characteristic parameters of the chart can be identified from Eq. (26). For example, the lower bound for all lobes is a straight-line
at the absolute limit for the depth of cut, below which the system is stable for any cutting speed. This value comes from Eqs. (23) and (26)
\[
a_{\text{min}} = \frac{2\zeta(1 + \zeta)}{K_x K_y} \approx \frac{2k_2}{K_x K_y}
\]
which is the same absolute minimum as given in Eq. (20) via the frequency domain model for small damping ratios. At these minimum parameter points of the lobes, the angular chatter frequency \(\omega^1\) and the corresponding “worst” spindle speeds \(\Omega^1\) are
\[
\omega^1 = \sqrt{1 + 2\zeta^2} \omega_n, \quad \Omega^1 = \frac{\sqrt{1 + 2\zeta^2}}{k_j - 1 - \arctan \frac{1}{1 + 2\zeta}} \omega_n
\]
\[
\approx \frac{4}{4k_j - 1} \omega_n, \quad k_j = 1, 2, \ldots
\]
while the stable pockets between the instability lobes can be reached close to the asymptotes of the lobes at the spindle speeds \(\Omega^0 \approx \omega_n/k_i\), (\(k_i = 1, 2, \ldots\)) where the expected chatter frequency is close to \(\omega^0 \approx \omega_n\). Note that at the intersection of the lobes, quasi-periodic chatter may also occur with two frequencies involved.

The dimensionless stability model in the time domain provides the critical speeds where the depth of cut are either maximum or minimum as a function of the natural frequency of the structure.

### 2.3 Discrete Time-Domain Analysis of Highly Interrupted Cutting

As opposed to the continuous time-domain analysis, the discrete time-domain analysis can also be represented in case of the simplified model of highly interrupted cutting shown in Fig. 5. Consider the mechanical model of the regenerative mechanism introduced in Fig. 1, where only one vibration mode is relevant at the angle \(\theta_i = \pi/2\), so the tool position is given by the single coordinate \(x = x_1 = r\). The cylindrical workpiece has a rotation period \(T\), which means that its circumference is \(TV_c\), where \(v_c\) is the cutting speed. However, the cylindrical workpiece has a large groove of width \((1 - \rho)TV_c\), and it is hypothetically assumed that this groove is almost as large as the whole circumference of the workpiece. The tool is therefore in cut for only very short time intervals \(\rho T \to 0\), where the dimensionless parameter \(\rho\) stands for the ratio of the time spent in the cut to the time spent out of the cut. The depth of cut is still \(a\), so during this very short time of contact, the tool is subjected to a kind of impact load due to the cutting force applied during the very short contact time \(\rho T\). Still, the regenerative mechanism appears again, since the impact force will depend on the difference of the past and present positions of the tool during contact.

Note that the same mechanical model can also be derived from the dynamics of milling presented in Sec. 3 (see Fig. 7). In that case, the rotating tool is considered to rigid in the \(y\) direction and flexible only in the \(x\) direction. Assume that the milling tool has only one cutting edge with rotation period \(T\); the cutting speed is \(v_c\) again, and the circumference of the milling tool is \(TV_c\). Now, the workpiece is assumed to be thin with a thickness of \(\rho TV_c\) in the cutting speed direction. If the single cut at each rotation takes place at \(\varphi_i = \pi/2\) only, the dynamic model of milling is simplified to the one shown in Fig. 5.

For these simplified conditions, the process can be solved analytically in the time domain and a discrete time mathematical model can be constructed to determine an analytical stability chart having a structure similar to the turning stability chart shown in Fig. 4. This procedure applies the time-domain solution of the fly-over section as a lightly damped oscillator, while the short cutting response is calculated according to the Newtonian impact theory: the position of the tool does not change during this short cutting period, while the velocity of the tool changes abruptly due to the impulse-like cutting force.

In accordance with the notation in Fig. 5, consider that the tool leaves the workpiece at time instants \(t_j = jT, j = 0, 1, 2, \ldots\). At the \((j - 1)\)th time instant, the tool starts a free-flight with the initial position \(x_{j-1} = x(t_{j-1}) = x(t_j - T)\) and the initial velocity \(v_{j-1} = \dot{x}(t_{j-1}) = \dot{x}(t_j - T)\). The tool has a damped angular natural frequency \(\omega_d = \omega_n \sqrt{1 - \zeta^2}\). The homogeneous ordinary differential equation of the system during free-flight (i.e., free vibration with some initial conditions) is
\[
\ddot{x}(t) + 2\zeta\omega_n \dot{x}(t) + \omega_n^2 x(t) = 0
\]
with the following solution
\[
x(t) = \left( \frac{e^{i\omega_n t}}{\sqrt{1 - \zeta^2}} \cos(\omega_d t) \right) v_{j-1} + \left( \frac{e^{i\omega_n t}}{\omega_d \sin(\omega_d t)} \right) v_{j-1} / \sin(\omega_d t)
\]
\[
\dot{x}(t) = \left( \frac{\omega_n e^{-i\omega_n t}}{\sqrt{1 - \zeta^2}} \sin(\omega_d t) \right) x_{j-1} + \left( \frac{e^{-i\omega_n t}}{\sqrt{1 - \zeta^2}} \cos(\omega_d t + \varphi) \right) v_{j-1}
\]
\[
x v_j = \dot{x}(t) = \dot{x}(t_j - \rho T) \approx \dot{x}(T)
\]
where the phase angle $\epsilon$ is calculated from $\tan \epsilon = \frac{\zeta}{\sqrt{1 - \zeta^2}}$. The position and the velocity of the tool can then be calculated when it enters the workpiece again by substituting $t = (1 - \rho)T \approx T$ into Eq. (30)

$$\nu_j^* = \dot{x}((1 - \rho)T) \approx \dot{x}(T)$$ (31)

where the negative sign in the superscript refers to the fact that these values occur at the start of the short impact-like cutting. During this infinitesimally short cutting time of $\rho T$, the variation of the position of the tool is negligible, while the cutting force variation $\Delta F = K, K(x_j - x_j)$ has the linear impulse that causes the variation $m(\dot{x} - \nu_j^*)$ of the tool’s linear momentum. Accordingly, when the tool leaves the workpiece again at the time instant $t_j$, its position and the velocity can be calculated as

$$x_j \approx x_j^* \approx x(T)$$

$$v_j \approx \nu_j^* + \rho T \frac{K, K}{k_v} a(x_{j-1} - x_j)$$ (32)

Substituting the values of $x(0)$ and $x(T)$ from Eq. (30), a discrete time model is obtained that describes the convergence of the subsequent positions and velocities of the tool after each short cutting period by means of the two-dimensional iteration

$$\begin{pmatrix} x_j \\ v_j \end{pmatrix} = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \begin{pmatrix} x_{j-1} \\ v_{j-1} \end{pmatrix}, \ j = 1, 2, \ldots$$ (33)

where

$$A_{11} = e^{-\cos T} \frac{\cos(a_0 T - \epsilon)}{\sqrt{1 - \zeta^2}}, \quad A_{12} = e^{-\cos T} \frac{\sin(a_0 T)}{\sqrt{1 - \zeta^2}}$$

$$A_{21} = e^{-\cos T} \frac{\sin(a_0 T + \rho T \omega)}{\sqrt{1 - \zeta^2}} \left(1 - \frac{\cos(a_0 T - \epsilon)}{\sqrt{1 - \zeta^2}} \right)$$

$$A_{22} = e^{-\cos T} \frac{\sin(a_0 T + \rho T \omega)}{\sqrt{1 - \zeta^2}}$$

The stability of the stationary highly interrupted cutting process is equivalent to the convergence of the geometric vector series given in Eq. (33), which means that the quotients, $\mu_{1, 2}$, that is, the eigenvalues of the quotient matrix $A$ in Eq. (33), must have moduli less than 1: $|\mu_{1, 2}| < 1$.

In this discrete system (Eq. (33)), the counterpart of the classical chatter with angular frequency $\omega_0$ appears when the following characteristic equation has the complex conjugate roots $\mu_{1, 2} = e^{i\omega_0} = \cos \omega_0 + i \sin \omega_0$ on the unit circle of the complex plane which satisfy

$$\det (\mu I - A) = \mu^2 - (A_{11} + A_{22}) \mu + (A_{11} A_{22} - A_{12} A_{21}) = 0$$ (34)

Using the same dimensionless quantities as defined in Eq. (23), the substitution of these roots into Eq. (34) leads to the chatter boundaries $\tilde{a}_c$, for the dimensionless axial depth of cut in the following explicit form:

$$\tilde{a}_c = -\frac{\tilde{\Omega}}{2\pi} \frac{\sin h(\frac{2\pi}{\Omega})}{\sin(\sqrt{1 - \zeta^2})} \approx \tilde{a}_c \approx \tilde{a}_c \approx \frac{2\pi}{\Omega} \frac{1 - \zeta^2}{\rho}$$ (35)

where the lower estimate for the absolute stable region is not as sharp as it is in case of turning, but the formula is quite good in the high spindle speed domain as shown in Fig. 6. However, there appears another kind of vibration that does not occur in turning. This is the result of a period-doubling (or period-2) bifurcation, when the critical characteristic root is $\mu_1 = -1$, while $|\mu_2| < 1$. It is called period-doubling because the corresponding period of the critical chatter vibration is two times the time period of the spindle rotation. If this is substituted back into Eq. (34), the new kind of instability lobes have the following closed-form expression:

$$\tilde{a}_c = -\frac{\tilde{\Omega}}{2\pi} \frac{\sin h(\frac{2\pi}{\Omega})}{\sin(\sqrt{1 - \zeta^2})} \approx \tilde{a}_c \approx \frac{2\pi}{\Omega} \frac{1 - \zeta^2}{\rho}$$

These stability boundaries are presented in Fig. 6. Compared with the stability chart of turning in Fig. 4, the number of lobes is doubled, the classical chatter lobes become much thinner and, although the period-doubling lobes show up between them, large stable pockets are still present at $\tilde{\Omega} = 1/k$ similar to the case of turning. These stable pockets are relevant at high spindle speeds.

The chatter and period-doubling vibrations at the stability limits have a rich frequency content due to the parametric excitation in the time-delayed system. This means that the critical self-excited vibrations are not harmonic anymore, although they are periodic, and they still have a relevant fundamental harmonic vibration component. The corresponding dominant frequency is usually the lowest frequency among the many frequencies presented above the stability chart in Fig. 6, but not necessarily. Dombovari et al. [39] presented a simple method to identify the dominant chatter frequency among the many harmonics.

This stability chart was constructed by Davies and Balachandran [40] and Davies et al. [41], and parallel to their work, by Budak and Alintas [22] and Merdol and Alintas [42] with the multi-frequency method, by Insperger and Stépán [26] using the semi-discretization method, and by Baýly et al. [43] using the time finite element method. The experimental verification of this double-lobe structure together with the precise identification of the rich chatter and period-doubling frequencies including the relevant higher harmonics was given, for example, by Insperger et al. [44], Mann et al. [45], and Gadišek et al. [46].
The stability chart in Fig. 6 is valid for the extreme conditions of highly interrupted cutting, but it also provides the basic structure of the stability domains in milling processes especially for high-speed milling with a low number of cutting edges and with low radial immersion. Still, the precise determination of the lobe structure for general milling processes requires more sophisticated numerical tools like the one presented in Sec. 3.2 where the continuous and discrete time-domain analyses of Secs. 2.2 and 2.3 are combined.

3 Chatter Stability in Multipoint Machining

Multipoint machining operations, such as milling, are carried out with tools having multiple teeth that periodically cut the material. The dynamics and stability of milling operations are summarized as follows.

3.1 Stability of Milling Operations in the Frequency Domain. Milling cutters have multiple teeth that have intermittent engagements with the workpiece. A diagram of milling with dynamic flexibilities in feed (x) and normal (y) directions is shown in Fig. 7. If the tooth \( j \) is at the angular immersion \( \phi_j \) which is measured clockwise from the (y) axis, the dynamic chip thickness in the radial direction is generated by the vibrations at the present and previous tooth periods \( (\Delta x(t) = x(t) - x(t - T), \Delta y(t) = y(t) - y(t - T)) \) as

\[
h_{\phi}(t) = \Delta x(t) \sin \phi_j + \Delta y(t) \cos \phi_janumber{37}

The dynamic chip creates tangential \( F_{t j} = K_{t a} h_{\phi}(\phi_j) \) and radial \( F_{r j} = K_{r} F_{t j} \) cutting forces at each engaged tooth, which are projected in the feed (x) and normal (y) directions, and they are summed to find the total force components exciting the structure \[24\]

\[
\{ F_x(t), F_y(t) \} = \frac{1}{2} a_k A(t) \Delta(t)anumber{38}

The directional factors, which exist when the cutter is engaged with the workpiece (i.e., when a tooth is located between the start \( \phi_{st} \) and exit \( \phi_{ex} \) angles), are

\[
\begin{align*}
a_{xx} &= \sum_{j=0}^{N-1} -g_j [\sin 2\phi_j + K_r (1 - \cos 2\phi_j)]; \\
a_{xy} &= \sum_{j=0}^{N-1} -g_j [(1 + \cos 2\phi_j) + K_r \sin 2\phi_j] \\
a_{yx} &= \sum_{j=0}^{N-1} g_j [(1 - \cos 2\phi_j) - K_r \sin 2\phi_j]; \\
a_{yy} &= \sum_{j=0}^{N-1} g_j [\sin 2\phi_j - K_r (1 + \cos 2\phi_j)]
\end{align*}
\]

\[g_j = 1 \iff \phi_{st} \leq \phi_j \leq \phi_{ex} \text{ and } g_j = 0 \text{ otherwise}\]

Since the cutter rotates at angular speed \( \Omega \) (rad/s), the immersion angle is time-varying \( (\phi_j = \Omega t + (j - 1)\phi_p \iff \phi_p = 2\pi/N) \). Consequently, the directional factors \( (A(t)) \) are also time-varying and periodic at the tooth passing interval \( (T) \), or at the tooth passing frequency \( (\omega_T = 2\pi/T) \) in the frequency domain, or at cutter pitch angle intervals \( (\phi_p = \Omega T = 2\pi/N) \) in the angular domain. The periodic,
dynamic cutting force (Eq. (38)) can be transformed into the frequency domain as

\[ F(\omega) = \frac{1}{2} a K_i [A(\omega)(1 - e^{-i\omega T})] \]

where \( \Phi(\omega) \) is the FRF matrix of the structure in the \((x, xy, x\gamma, yy)\) directions. The periodic directional factors can be represented by their Fourier series components as [22]

\[ A(\omega) = \sum_{r=0}^{N} A_r e^{-i\omega r\tau}, \quad A_r = \frac{N}{2\pi} \int_{0}^{\phi_0} \begin{bmatrix} a_{xx} & a_{xy} \n a_{xy} & a_{yy} \end{bmatrix} e^{-i\omega r\phi} d\phi \]

where \( N \) is the number of teeth on the uniform pitch cutter. The details of transformations can be found in Ref. [33]. The resulting dynamic force for the milling system is expressed as [19]

\[ F(\omega) = \frac{1}{2} a K_i [A(\omega)(1 - e^{-i\omega T})] \Phi(\omega) \]

The stability condition provided in Eq. (41) is challenging to determine due to the presence of the delay term \( e^{-i\omega T} \) and the corresponding periodicity of the directional matrix \( A(\omega) \) at the unknown tooth passing frequency \( \omega_T \). Minis and Yuneshevsky [21] applied the Floquet theory to identify the critical stable depth of cut \( (a_{lim}) \) and spindle speed \( (n) \) iteratively. Budak and Altintas proposed two approaches: the zero-order solution [24], where only the average of directional factors is considered; and the multi-frequency [22] solution, which includes the harmonics of the directional factors for low immersion, highly intermittent milling operations.

**Zero-order solution:** In this case, only the average component of the directional matrix is considered so that [24]

\[ A_0 = \frac{N}{2\pi} \int_{0}^{\phi_0} \begin{bmatrix} a_{xx} & a_{xy} \
 a_{xy} & a_{yy} \end{bmatrix} d\phi \]

The dynamic milling (Eq. (41)) process then becomes time-invariant and its critical stability can be found from the characteristic equation using

\[ \Lambda = \Lambda_R + i\Lambda_I = -\frac{1}{2} K_i a (1 - e^{-i\omega T}) \rightarrow \det [I + \Lambda A_0 \Phi(\omega)] \]

\[ = 0 \rightarrow a_0 \Lambda_R^2 + a_1 \Lambda + 1 = 0 \]

From the computed real \((\Lambda_R)\) and imaginary \((\Lambda_I)\) parts of the eigenvalues, the critical stable depth of cut \( (a_{lim}) \) and spindle speed \( (n) \) are evaluated directly as [24]

\[ a_{lim} = \frac{2\pi R}{NK_i} [1 + \kappa^2] \left\rceil \kappa = \frac{\Lambda_I}{\Lambda_R} \right. \]

\[ T_{\text{sec}} = \frac{\pi - 2\tan^{-1} \kappa + k_2 \pi}{\omega_T}, \quad n(\text{rpm}) = \frac{60}{N_T}, \quad k_2 = 0, 1, 2, .. \]

The analytical stability solution given in Eq. (44) is computationally inexpensive and sufficiently accurate for most of the common milling operations found in the industry. A comparison of experimentally validated stability lobes for the zero-order solution and time marching, numerical simulations are shown in Fig. 8 [33]. While the numerical method, which is used as an accurate reference simulation, took more than 24 h on a PC in 1997, the zero-order solution took less than a second because it is a direct, analytical solution.

**Multi-frequency solution:** When the harmonics of tooth passing frequency are included in the directional matrix \( A(\omega) \), the dynamic milling equation (Eq. (39)) is expanded using Floquet theory to obtain [22]

\[ \{ F(\omega) \} = \sum_{r=0}^{\infty} \{ P_r \} \times [e^{-i\omega_T r} \Phi(\omega)] \]

\[ \{ F(\omega) \} = \Lambda \{ \sum_{r=0}^{\infty} \sum_{\omega_T=0}^{\infty} [\Phi_{\omega_T}(\omega)) \} \]

\[ \{ \Phi(\omega) \} = \Lambda \{ \sum_{r=0}^{\infty} \sum_{\omega_T=0}^{\infty} [\Phi_{\omega_T}(\omega)) \} \]

This system has an infinite dimension, but it is truncated to few harmonics in practice. If the intermittency is severe, such as the case for small radial depths of cut, more harmonics of the tooth passing frequency \( (\omega_T) \) need to be considered to obtain accurate results, which increases the size of the eigenvalue problem. For example, if only one harmonic is used \((((t, l) \in (0, \pm 1))\), the eigenvalue problem becomes

\[ \{ P_0 \} = \Lambda \{ \begin{bmatrix} A_0 \\ A_1 \\ A_{-1} \end{bmatrix} \} \]

\[ \{ P_1 \} = \Lambda \{ \begin{bmatrix} A_2 \\ A_0 \\ A_{-2} \end{bmatrix} \} \]

\[ \{ \Phi(\omega) \} = \Lambda \{ \begin{bmatrix} [\Phi(\omega)] \\ [\Phi(\omega)] \end{bmatrix} \} \]

which leads to six eigenvalues and the eigenvalue that gives the minimum depth of cut is selected as a solution. Since the spindle speed is needed to find the tooth passing frequency \( (\omega_T) \), the solution is obtained at each given spindle speed. Typically, even with the most severe intermittent conditions, including two to three harmonics is sufficient for stability convergence. The multi-frequency method is able to predict the added stability pockets (i.e., period-doubling lobes) at very high spindle speeds which are beyond the natural frequency of the structure; see Fig. 9 [42]. An efficient elimination of false eigenvalues, which improves the computational speed, was developed by Altintas [33] and Merdol [47].

### 3.2 Semi-Discrete Time-Domain Stability of Milling Operations

In the case of industrially realistic milling models, the milling tool has \( N \geq 2 \) cutting edges and the radial depth of cut is not negligible as it was assumed among the approximations of highly interrupted cutting in Sec. 2.3. Consequently, the analytical calculation of the lobe structure is no longer feasible. Even if a single vibration mode is considered in the \( x \) direction only as it was for the highly interrupted cutting model, the structure of the governing equation is

\[ \ddot{x}(t) + 2\zeta_\omega \omega_\omega x(t) + \omega_\omega^2 x(t) = \frac{K_i A(t)}{k_i} a (x(t - T) - x(t)) \]

where the time delay is the tooth passing period \( T \equiv 2\pi/(N \Omega) \), and the directional factor \( A(t) = A(t + T) \) is time-periodic with the same time period as the delay (for details, see Sec. 3.1).
where the discrete time-step is $\Delta t = T/n$, see Fig. 10(a). It is more completed with respect to the time delay to obtain an approximate system in an analytically manageable system of linear ordinary differential equations. The corresponding discretization of the time delay is represented graphically in Fig. 10(b), where a specific time-periodic delay

$$x(t) = t + (n - \text{int}(t/\Delta t))\Delta t$$  \hspace{1cm} (49)$$

is defined that refers back to the same time instant in the past for each time-step

$$x(t - T) \approx x(t - \tau(t)) = x(t - (t - (n - \text{int}(t/\Delta t))\Delta t)) = x((j\Delta t - T) = x((j - n)\Delta t) \quad t \in [j\Delta t, (j + 1)\Delta t]), \quad j = 0, 1, 2, \ldots  \hspace{1cm} (50)$$

The two kinds of discretization can be carried out with the same approximation number $n$ (number of time-steps) since the delay and the time period are the same. While the time periodicity of the time delay seems to be a further complication, it makes the approximate system simpler since it refers back to the same past value within one time-step. This way, the time-periodic delay-differential equation provided in Eq. (47) can be approximated by the linear non-homogeneous ordinary differential equation

$$\ddot{x}(t) + 2\zeta\omega_n\dot{x}(t) + \omega_n^2\left(1 + \frac{aK_l}{K_k}A(j\Delta t)\right)x(t) = a\frac{K_l}{K_k}A(j\Delta t)x((j - n)\Delta t)$$  \hspace{1cm} (51)$$

for each time interval $t \in [(j\Delta t, (j + 1)\Delta t)]$, $j = 0, 1, 2, \ldots$. Although the average time delay in the approximate system is somewhat larger than the exact delay $T$, the approximation is convergent by decreasing the size of the time-step $\Delta t$, that is, by increasing the approximation number $n$ (see Ref. [48] for details). Since the right hand side is piecewise constant, the closed-form solution of this approximate system can be obtained similarly to Eq. (30) for the case of highly interrupted cutting. This time, the discrete map expressed in Eq. (33) will have a much larger size. While the piecewise constant approximation of the periodic function $A(t)$ does not increase the size of this matrix, the intermittent delayed state values do, since not just $x(t)$ and $x(t - T)$, but all the discrete states $x((j - i)\Delta t)$, $(i = 0, 1, \ldots, n)$ and their time derivatives have to be used as state variables at the $j$th time instant $t_j = j\Delta t$, $j = 0, 1, 2, \ldots$. This way, the size of the quotient matrix will be at least $2(n + 1) \times 2(n + 1)$, and its eigenvalues must be checked with appropriate numerical method to have absolute values less than 1.

A typical stability chart is presented in Fig. 11, where the effect of the time periodicity is not as strong as in the case of highly interrupted cutting because the milling process with higher number of teeth ($N = 4$), while the radial immersion is still far from full immersion. In this case, the presence of the period-doubling instabilities is not so characteristic and is less relevant. Moreover, as it was proven by Szalai and Stepan [49], these are not lobes anymore, but rather unstable islands (or unstable pockets/lenses), which are mostly

In this case, full discretization may be applied, where the time-periodic coefficients and the time derivatives are all discretized with discrete time intervals. This brute force method is successful, but as explained in Sec. 2.2, the construction of a stability chart takes several hours on a standard personal computer. However, the combination of the continuous and discrete time-domain methods explained in Secs. 2.2 and 2.3, respectively, results in a numerical method where the time derivatives are not discretized, but only the time periodicity and the time delay are. The basic idea of the discretization of the delay is not trivial. However, a discrete time mapping can be constructed similar to the quotient matrix $A$ of highly interrupted cutting, but with a much larger size. The elements of the matrix can be calculated for each time-step in closed form; analytical solutions of linear non-homogeneous ordinary differential equations can be used; and the computation time of the stability analysis can be reduced radically. Then, the stability boundaries can be reconstructed in the same way as in the case of Eq. (33). Although the size of the quotient matrix $A$ is large, there are several advanced and efficient numerical methods and related routines to check whether all eigenvalues of a large matrix have moduli less than 1.

The basic semi-discretization is now introduced. While it is straightforward to approximate the time-periodic function $A(t)$ in Eq. (47) by the piecewise constant function

$$A(t) \approx A(i\Delta t) \quad \text{for} \quad t \in [(i\Delta t, (i + 1)\Delta t)], \quad i = 0, 1, \ldots, (n - 1) \hspace{1cm} (48)$$

Fig. 9 Comparison of zero-order and multi-frequency with three harmonics stability lobe solutions. The cutter has three teeth with a diameter of 23.6 mm used in down milled of Al6061 material ($K_l = 500$ MPa, $K_k = 0.3$) with a feed rate of 0.120 mm/rev/tooth and a radial depth of 1.256 mm. The structure is assumed flexible in $y$ (normal) direction only with $k_y = 1.4 \times 10^6$ N/m, $\omega_{n,y} = 907$ Hz, $\zeta_y = 0.017$.

Fig. 10 (a) Discretization of the time-periodic function $A(t)$ by piecewise constant step function and (b) the discretization of the constant time delay $T$ by time-periodic delay
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surrounded by the classical chatter instability lobes. These unstable islands can still be separated and shifted to the stable domains as fully isolated islands as shown experimentally by Zatarain et al. [50], which discusses also further complications when modeling helical cutting edge tools.

3.3 Milling Bifurcations. As described in Secs. 3.1–3.3, in the surface regeneration process during milling, a time delay appears in the system of second-order differential equations of motion that describe the dynamic behavior. Specifically, the instantaneous chip thickness, which scales the cutting force, depends not only on the commanded value and current relative vibration between the workpiece and endmill tooth creating the new surface but also on the relative vibration one tooth period earlier (i.e., the surface left by the previous tooth). Due to this time delay, various bifurcations (i.e., the appearance of a qualitatively different solution as a control parameter is varied) are exhibited. These bifurcations include (1) secondary Hopf instability (classic chatter) which depends on the averaged directional factors and (2) period-\(n\) motions which consider the time-periodic directional factors which have high harmonics at severely intermittent cutting operations.

Drawing from techniques in nonlinear dynamics, analysis tools have been implemented to study bifurcations in milling [51]. These include the phase-space Poincaré map, where the dynamic trajectory of the tool (or workpiece) is presented graphically as the displacement versus velocity and then sampled at the forcing frequency, or tooth period for milling. The character of the once-per-tooth period samples then describes milling behavior. For stable cuts (forced vibration), the motion is periodic with the tooth period, so the sampled points repeat and a single grouping of points is observed. When secondary Hopf instability occurs, the motion is quasi-periodic with tool rotation because the chatter frequency is (generally) incommensurate with the tooth passing frequency. In this case, the once-per-tooth sampled points do not repeat and they form an elliptical distribution. For a period-2 bifurcation (or period-doubling chatter with added lobes as described in Secs. 3.2 and 3.3), the motion repeats only once every other cycle (i.e., it is a subharmonic of the forcing frequency). In this case, the once-per-tooth sampled points alternate between two solutions. For period-\(n\) bifurcations, the sampled points appear at \(n\) distinct locations in the Poincaré map.

An example period-2 bifurcation, the chatter with added lobes, is depicted in Fig. 12. In the top panel, the time-domain displacement and velocity are shown individually. The inset provides a magnified view; it is observed that the sampled points repeat every other tooth period, rather than every period. The bottom panel shows the Poincaré map, where the sampled points appear at two distinct locations.

A second analysis tool is the bifurcation diagram. Here, the independent variable, such as axial depth of cut, is plotted on the horizontal axis against the once-per-tooth sampled displacement on the vertical axis. The transition in stability behavior from stable (at low axial depths) to period-\(n\) or secondary Hopf instability (at higher axial depths) is then directly observed. This diagram represents the information from multiple Poincaré maps over a range of, for example, axial depths, all at a single spindle speed. A stable cut appears as a single point (i.e., the sampled points repeat when only forced vibration is present). A period-2 bifurcation, on the other hand, appears as a pair of points offset from each other in the vertical direction. This represents the two collections of once-per-tooth sampled points from the Poincaré map. A secondary Hopf bifurcation is seen as vertical distribution of points; this represents the range of once-per-tooth sampled displacements from the elliptical distribution of points in the Poincaré map.

An example bifurcation diagram is provided in Fig. 13 [52]. The selected axial depth is listed on the horizontal axis, while the once-per-tooth sampled points for the tool displacement are presented on the vertical axis. All results are for a single spindle speed. It is demonstrated that changing the system gain (axial depth) for a fixed time delay (spindle speed) can transition the behavior from forced vibration (up to 2.5 mm) to secondary Hopf bifurcation chatter with added lobes (between 2.5 mm and 4 mm) to period-3 bifurcation (between 4 mm and 5.5 mm).

In the literature, Davies et al. used once per revolution sampling to characterize the synchronicity of cutting tool motions with the tool rotation and first measured period-3 tool motion (i.e., motion that repeated with a period of three cutter revolutions) during partial radial immersion milling [53]. They followed with an analytical map that predicted a doubling of the number of optimally stable spindle speeds when the time in cut is small.

As noted in Secs. 3.1–3.3, follow on modeling efforts included time finite element analysis [44,45], semi-discretization [54,55], and the multi-frequency method [22,23,42], which were used to produce milling stability charts that predicted both stable and bifurcation behavior. Time marching simulation has also been implemented to study milling bifurcations [56–58]. To aid in the analysis of the simulation results, a new metric was described that automatically differentiates between stable and unstable behavior of different types for time-domain simulation of the milling processes [59,60]. The approach was based on periodic sampling of milling signals at once per tooth period (harmonic sampling) and integer multiples of the tooth period (subharmonic sampling). The geometric accuracy of parts machined under both stable and period-2 bifurcations was also predicted by time-domain simulation and verified experimentally [61].

3.4 Chatter Stability of Multipoint Tools With Lateral, Torsional, and Axial Flexibilities. Any flexible direction that affects the regenerative chip thickness must be considered in the equation of motion with time delay. For example, twist drills have lateral (\(x, y\)) and torsional (\(\theta\)) flexibilities that create the axial (\(z\)) vibrations which change the regenerative chip thickness as shown in Fig. 14. The dynamics of a twist drill with such flexibilities may be expressed as

\[
M\ddot{q}(t) + C\dot{q}(t) + Kq(t) = F(q(t), q(t - T))
\]  

Fig. 11 Stability chart of the milling process. The period-doubling lobes become unstable islands. Feed per tooth is 0.1 mm, radial immersion is 0.02, a number of cutting edges is \(N = 4\), the cutting coefficients are \(K_t = 1000\) MPa and \(K_r = 0.3\), the damping ratio is \(\zeta = 0.05\).
where the vibration vector \( \mathbf{q}(t) = \{x(t), y(t), z(t), \theta(t)\} \) has lateral \((x, y)\), axial \((z)\), and torsional \((\theta)\) vibrations. The force vector is \( \mathbf{F}(t) = \{F_x(t), F_y(t), F_z(t), T_c(t)\} \) where \((T_c)\) is the cutting torque. The FRF in Eq. (44) becomes [62]

\[
\Phi(\omega) = \begin{bmatrix}
\Phi_{xx} & \Phi_{xy} & 0 & 0 \\
\Phi_{yx} & \Phi_{yy} & 0 & 0 \\
0 & 0 & \Phi_{zz} & \Phi_{z\theta} \\
0 & 0 & \Phi_{z\theta} & \Phi_{\theta\theta}
\end{bmatrix}
\] (53)

where \(\Phi_{\theta\theta}\) is the torsional FRF excited by the drilling torque and \(\Phi_{z\theta}\) is the FRF contributed by the torsional-axial coupling of vibrations. The eigenvalue problem becomes four-dimensional in Eq. (44), but the frequency and semi-discrete time-domain solution methods remain the same. Boring heads and plunge mills have the same dynamics as twist drills [63]. The same argument is valid for workpieces where there may be cross-coupling of the structure in different directions. Milling tools with ball ends or circular inserts also have the same stability model but present two and three-dimensional eigenvalue problems since regeneration may take place both in the lateral and axial directions due to its flexibility [64–66], but no torsional-axial coupling is considered. The lead and tilt angles of the tools in five-axis ball-end milling of curved surfaces can be optimized to increase the stability [67,68].

4 Suppression of Chatter With Nonuniform Tools

The chatter stability limit can be increased using tool holders with tuned damper mechanisms [69,70], active damping using actuators [17], or special tool geometries which create stability pockets at the desired speeds by proper selection of the tooth spacing angles, variable helix, or serrated cutting edges. Only the tool design methods are summarized here.

The main principle behind the variable pitch, or unequally spaced, teeth on milling tools is to alter the delay which is responsible for the regeneration mechanism. The effectiveness of variable...
pitch cutters in suppressing chatter vibrations in milling was first demonstrated by Slavicek [71]. He assumed a rectilinear tool motion for the cutting teeth and applied the orthogonal stability theories of Tlusty and Tobias for the irregular tooth pitch case. By assuming an alternating pitch variation, he obtained an expression for the stability limit which was a function of the pitch variation. Successive cutting teeth were separated by a distance \( l_j \) which was different for each interval as shown in Fig. 15.

Slavicek [71] expressed the dynamic forces on \( N \) cutting teeth as

\[
F_j = -K_o(r - re^{i\phi_j}) \quad \text{for } j = 1, N \quad (54)
\]

where \( F_j \) is the dynamic cutting force on tooth \( j \), \( r \) is the vibration amplitude, and \( \phi_j \) is the phase shift or delay between the waves, i.e., the inner and outer modulations. The phase shift is different for each cutting tooth due to the unequal distance between each successive tooth

\[
\phi_j = \frac{\omega_c l_j}{v_c} \quad (55)
\]

where \( \omega_c \) is the chatter frequency and \( v_c \) is the cutting speed. This simple relation shows that the tooth spacing and the cutting speed affect the delay, hence the tooth spacing \( l_j \) can be selected to minimize the delay \( \phi_j \) to increase the stability.

Opitz [72] considered milling tool rotation using average directional factors in analyzing stability with irregular tooth pitch. They also considered alternating pitch with only two different pitch angles. Average directional factors which relate the dynamic chip thickness to the vibrations do not accurately represent the tool rotation which causes time-varying milling dynamics. A comprehensive study on the stability of milling tools with nonconstant pitch was carried out by Vanherck [73] using computer simulations. His study demonstrated that a certain pitch variation pattern was effective, i.e., increased the stability limits significantly for a given milling system over a certain cutting speed range. This fundamental idea was later used in several works for optimal design of variable pitch tools.

Tlusty et al. [74] presented the stability of milling cutters with special geometries such as irregular pitch or serrated edges using numerical simulations. Their numerical simulations showed the effectiveness of irregular milling tool geometries and cutting edges in increasing stability against chatter. Later,
Altintas et al. [75] analyzed the stability of variable pitch cutters accurately using their analytical milling stability model [24]. The analytical model considers tool rotation, time-varying dynamics, and multiple vibration modes, hence their experimentally verified predictions were more accurate. They considered both linear and alternating pitch variations and showed that each variation pattern had an effective zone where chatter stability limits were increased substantially compared with standard milling tools. Olgac and Sipahi used the same dynamic model of variable pitch milling operations, but proposed a parametric stability analysis [76]. These studies mainly concentrated on the effect of pitch variation on the stability limit; they did not directly address the cutting tool design to determine the optimal pitch variation, although they can be used to see the effectiveness of various tool designs. Budak [77] proposed an optimization methodology for the design of variable pitch tools considering the chatter frequency and spindle speed. The spacing variation amount is related to the chatter waves left on the surface in order to establish the linear pitch angle variation as \( \phi_p, \phi_p + \Delta \phi, \phi_p + 2 \Delta \phi \), where \( \phi_p \) is the base pitch angle and \( \Delta \phi \) is the pitch angle increment between the successive teeth. Olgac and Sipahi [76] showed that the eigenvalue solution in the analytical chatter stability model takes the following form for variable pitch tools:

\[
\Lambda = \frac{a}{4\pi} K_i \sum_{j=1}^{N} (1 - e^{-i\omega c T_j})
\]

where \( T_j \) is the tooth period which is variable due to nonconstant pitch angles and \( a \) is the depth of cut. Budak obtained the following simple equation for the critically stable depth of cut in the case of variable pitch milling tools:

\[
d_{\text{lim}} = -\frac{4\pi \Lambda_i}{K_i} S
\]

where \( \Lambda_i \) is the imaginary part of the eigenvalue and

\[
S = \sum_{j=1}^{N} \sin \omega c T_j \quad \text{or} \quad S = \sin \varepsilon_1 + \sin \varepsilon_2 + \sin \varepsilon_3 + \cdots
\]

represents the summation of the phase delays caused by each tooth interval. This equation implied that \( S \) must be minimized to maximize the chatter stability limit using variable pitch end mills. The effect of the phase variation due to the optimal pitch tool on the stability gain, which is defined as the stability limit for the variable pitch tool over the one with the standard tool, was investigated and it was shown that for particular values of the delay \( \Delta \varepsilon \), the stability limit was maximized as illustrated in Fig. 16.

\[
\Delta \varphi = \frac{\Omega}{\omega c} \frac{N \pm 1}{N} \quad \text{for odd } N
\]

\[
\Delta \varphi = \frac{\Omega}{\omega c} \quad \text{for even } N
\]

where \( \Omega \) is the spindle speed in (rad/s), \( \Delta \varphi \) is the pitch variation (rad), \( \omega c \) is the chatter frequency (rad/s), and \( N \) is the number of teeth. Note that the additional phase delay introduced by the optimal pitch variation is set as integer divisions of the original delay of the milling system in a standard tool. The pitch variation should cancel the "remainder wave" for maximized stability. It can be seen from Eq. (58) that the required pitch variation is proportional to the spindle speed. As discussed in Ref. [78], large pitch variations required for high speeds cause nonuniform chip loads on the cutting edges, whereas small pitch variations in the low-speed zone become sensitive to slight changes in the chatter frequency. The formulation neglected the effect of pitch variation on the chatter frequency by using a variable pitch tool; the chatter frequency was obtained experimentally using a standard end mill. This issue was addressed by Comak and Budak [79] where the predicted effect of pitch variation on the chatter frequency was considered when selecting the optimal pitch angles as shown in Fig. 17. As this figure illustrates, the effect of the pitch angle variation on the chatter frequency can be significant and should, therefore, be taken into account in the selection of angles for variable pitch tools. Also, different pitch variations may yield similar increases in the stability limits as shown in Fig. 17, which shows that small pitch angle variation can yield significant productivity gain using the proposed optimization approach.

Also note that the closer the tooth passing frequency is to the chatter frequency, the larger the pitch variation will be as evident from Eq. (58). As a result, variable pitch cutters become more

**Budak** [77] showed that this condition could be achieved if the variation amount was selected as follows:

\[
\Delta \varphi = \frac{\Omega}{\omega c} \frac{N \pm 1}{N} \quad \text{for odd } N
\]

\[
\Delta \varphi = \frac{\Omega}{\omega c} \quad \text{for even } N
\]

where \( \Omega \) is the spindle speed in (rad/s), \( \Delta \varphi \) is the pitch variation (rad), \( \omega c \) is the chatter frequency (rad/s), and \( N \) is the number of teeth. Note that the additional phase delay introduced by the optimal pitch variation is set as integer divisions of the original delay of the milling system in a standard tool. The pitch variation should cancel the "remainder wave" for maximized stability. It can be seen from Eq. (58) that the required pitch variation is proportional to the spindle speed. As discussed in Ref. [78], large pitch variations required for high speeds cause nonuniform chip loads on the cutting edges, whereas small pitch variations in the low-speed zone become sensitive to slight changes in the chatter frequency. The formulation neglected the effect of pitch variation on the chatter frequency by using a variable pitch tool; the chatter frequency was obtained experimentally using a standard end mill. This issue was addressed by Comak and Budak [79] where the predicted effect of pitch variation on the chatter frequency was considered when selecting the optimal pitch angles as shown in Fig. 17. As this figure illustrates, the effect of the pitch angle variation on the chatter frequency can be significant and should, therefore, be taken into account in the selection of angles for variable pitch tools. Also, different pitch variations may yield similar increases in the stability limits as shown in Fig. 17, which shows that small pitch angle variation can yield significant productivity gain using the proposed optimization approach.

Also note that the closer the tooth passing frequency is to the chatter frequency, the larger the pitch variation will be as evident from Eq. (58). As a result, variable pitch cutters become more
practical to use at low speeds where the tooth passing frequencies are several times lower than the chatter frequency, such as in machining titanium and nickel alloys used in the aerospace industry.

Alternatively, or in combination with variable pitch tools, end mills with varying helix angles have also been introduced to vary pitch angle along the tool axis [80–82]. Serration on the end mill’s cutting edges creates pitch angle variation between the teeth at each elevation, which also disturbs regeneration [83,84]. A sample comparison of chatter stability lobes with and without serration is presented by Merdol and Altintas [83] as shown in Fig. 18. Tehranizadeh et al. [85] optimized the shapes of serration waves to reduce the cutting forces. Their results show that optimized tools have better chatter stability performance due to the reduction of the effective axial depth of cut which is possible at lower feed rates.

5 Stability of Parallel Machining Operations

Parallel, or simultaneous, machining has received considerable attention in the industry due to its potential to increase the material removal rate. However, parallel machining can be susceptible to chatter due to the dynamic interaction between the system components unless stable process parameters are selected. The parallel turning and milling operations shown in Fig. 19 are presented here as examples.

5.1 Parallel Turning. In parallel turning, the cutting tools may dynamically interact through (a) the shared cutting surface, (b) the tool holder structure, and (c) the workpiece structure. Lazoglu et al. [86] developed a time-domain model for chatter and stability of parallel turning where the tools cut different surfaces and interact with each other due to the flexibility of the workpiece structure. A one-dimensional frequency domain analysis of chatter in parallel turning operations was presented by Budak and Ozturk [87] where tools were mounted on different turrets and cut a shared surface with different depth of cuts as shown in Fig. 19(a). The dynamic cutting forces have multiple time delays

\[
\begin{bmatrix}
F_1(t) \\
F_2(t)
\end{bmatrix} = K_c \begin{bmatrix}
a_1(-z_1(t) + z_2(t - \frac{T}{2})) \\
a_1(-z_2(t) + z_1(t - \frac{T}{2}) + (a_2 - a_1)(-z_2(t) + z_2(t - r)))
\end{bmatrix}
\]

where \(K_c\) is the cutting force coefficient in the feed direction, \(z_1\) and \(z_2\) are the displacements of the first and second tool in the feed direction, respectively; and \(r\) is the workpiece rotation period. The depth of cuts for the first and second tools are represented by \(a_1\) and \(a_2\) \((a_2 > a_1)\), respectively (Fig. 20(a)). In this model, two regions on the shared surface can exist since the tools’ depths of cut can be different. In the first region, both tools remove the same depth of cut \(a_1\). Therefore, the displacement of each tool at any instant is influenced by the other tool’s displacement at the half rotation period of the workpiece before. However, in the second region, the depth \((a_2-a_1)\) is removed by the second tool solely. Thus, the displacement of the second tool at time \(t\) is affected by its displacement at the previous rotation period of the workpiece. The eigenvalue problem for the marginally stable case is formulated in the frequency domain and solved numerically. The solution is provided for the first tool’s depth of cut over a range of spindle speed values, while the second tool’s depth of cut is initially selected. Figure 20(b) shows the stability lobe diagram for the first tool where \(a_2 = 1.5\) mm. In this case, when \(a_1 = 0\) mm (point \(d\)) chatter occurs. By increasing \(a_1\) to 1 mm (point \(e\)), the productivity is increased and the process is stabilized. By further increasing the \(a_1\) value to 1.5 mm (point \(f\)), chatter again occurs. Simulation results were validated with cutting tests in Ref. [87].

Ozturk et al. [88] presented the chatter stability model for parallel turning operation with two different tool configurations. In the first configuration, the tools were mounted on a turret. In this case, the dynamic displacements of the tools do not interact via the shared surface but rather by the turrets. The results showed that by employing the second tool, the stability limit of the first tool slightly decreases compared to single tool turning. However, the overall material removal rate of the parallel process is almost doubled due to having a second tool. For the second configuration, cutting a shared surface (similar to Ref. [87]), they showed that tools with identical natural frequencies have the lowest stability limit. Similar behavior was reported...
by Reith et al. [89] who included the effect of the tool holder using a nonproportional damping model. Brecher et al. [90] studied the effect of the radial orientation of the tools when they cut a shared surface with identical depths of cut (see Fig. 20(b)). It was demonstrated that by properly setting the tool’s orientation, the stability boundaries can be shifted upward. For highly flexible workpieces, it is essential to model the true geometry of the insert due to the dominance of the cutting forces in the radial direction as demonstrated by Azvar and Budak [91]. They concluded that when cutting a shared surface of a flexible workpiece, tools with identical insert geometry demonstrate a higher stability limit. Also, for the case of the parallel turning of a flexible workpiece from different surfaces, the tool which is closer to the free end of the workpiece should have a smaller nose radius and side edge cutting angle to obtain higher stability.

5.2 Parallel Milling. Two milling tools cut the workpiece simultaneously in parallel milling operations where the stability limit can be increased due to the cancellation of the dynamic cutting forces. Shamoto et al. [92] introduced a technique to eliminate the chatter vibrations in simultaneous face milling of flexible parts by imposing a phase shift resulting from different rotational speeds of milling tools. Budak et al. [93] developed the frequency domain stability model for parallel milling systems. The dynamic forces are evaluated analytically to form the characteristic force function:

\[
\begin{bmatrix}
F_{x1} \\
F_{y1} \\
F_{x2} \\
F_{y2}
\end{bmatrix}
e^{i\omega t} = \frac{1}{4\pi}[\text{CPM}] \times [\text{DM}] \times [\text{OTF}] \times \begin{bmatrix}
F_{x1} \\
F_{y1} \\
F_{x2} \\
F_{y2}
\end{bmatrix}e^{i\omega t}
\]

where [CPM] is the cutting parameters matrix, [DM] is the delay matrix which includes the phase delays for the milling tools, and [OTF] is the oriented transfer function matrix. Equation (60) results in an eigenvalue problem that provides the experimentally proven stable depths for different spindle speeds, see Fig. 21.

6 Current Challenges in Machining Dynamics

Chatter is still the main obstacle to achieve precision and productivity for machining and grinding operations. Chatter can also be found in other operations, such as rolling [94] and sawing [95] operations. The prediction of chatter-free cutting conditions primarily depends on the identification of machine’s structural dynamics, cutting force and process damping coefficients, and tool-workpiece engagement conditions. Each subject has its own nonlinearities and uncertainties.

The structural dynamics (FRF) as reflected at the tool point (i.e., the tool point receptance) is highly critical in predicting the stability charts. While modal analysis may be applied to measure receptances, this can pose a significant obstacle when equipment or expertise is not available in the production facility. Schmitz and Donaldson first presented the receptance coupling substructure analysis approach to predict tool point receptances by joining models and measurements of the tool, holder, spindle, and machine through appropriate connection parameters [96]. Follow on work by Schmitz and Duncan includes a three-component model [97], at-speed predictions [98], and improved spindle receptance identification [98]. Others have considered the flute geometry [99], the asymmetric dynamics of rotating tools [100], and the elastic coupling of tool and holders with the spindle [101]. Furthermore, the FRF of the machine may change as a function of speed [102], cutting loads, and the position of the machine during machining [103,104]. Additionally, machining with robots or machines with parallel kinematic configurations have pose-dependent dynamics; therefore, their stability varies along the tool path [105,106]. As
the material is removed during machining, parts with thin-walled structures have continuously varying dynamics which need to be updated along the tool path [107]. Another challenge is the use of multiple spindles to cut a single part simultaneously as presented in Sec. 5. While one spindle may mill the part, another spindle may carry out grinding, turning, or drilling operation on the same part when using multi-functional machine tools [108]. The cross-talk between the spindles and multiple delays introduce challenges when modeling the process dynamics and its stability, such as in the case of mill-turn operations [109]. There are some heavy duty machining applications at low speeds that excite the low-frequency modes of the large components of the machine tools. These low-frequency modes shift as the position of the machine vary. Iglesias et al. [110] proposed position and feed direction dependent stability charts in planning heavy duty cutting of steel alloys within the operating envelope of large machine tools.

Cutting tools have rounded and chamfered cutting edges that are not consistently manufactured. The force required to shear away the chip is split into the ploughing and cutting components, depending on the relative sizes of the cutting edge radius and the chip [111]. Furthermore, the wear changes the contact between the wavy cut surface and the tool’s flank face that contributes to the process damping [32]. As a result, the cutting force and process damping coefficients have significant uncertainties. Since the cutting force coefficient acts as a gain and the process damping coefficient improves the stability, uncertainties in these parameters affects the accuracy of chatter predictions. For example, the process damping is challenging to model in twist drills where the cutting speed starts from zero at the chisel tip and increases toward the periphery [112].

When the cutter shape is irregular as in form tools, serrated end mills, and multi-functional tools which may include drilling, boring, and chamfering in a single operation, the cutter-part engagement conditions may change along the tool axis [113,114]. As a result, the directional coefficient matrix, as well as the process dynamics, may vary significantly as in the case of threading [115] and gear machining with multiple teeth [116]. Efficient modeling and the stability solution for such tools and operations are still needed for high-performance machining. A recent metrology solution is structured light scanning, which can be used to measure the actual cutting edge geometry [117].
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